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ABSTRACT

Recent trends in aviation have led many general aviation pilots to
adopt the use of iPads (or other tablets) in the cockpit. While initially
used to display static charts and documents, uses have expanded
to include live data such as weather and traffic information that is
used to make flight decisions. Because the tablet and any connected
devices are not a part of the onboard systems, they are not currently
subject to the software reliability standards applied to avionics. In
this paper, we create a risk model for electronic threats against
mobile cockpit information systems and evaluate three such systems
popular with general aviation pilots today: The Appareo Stratus
2 receiver with the ForeFlight app, the Garmin GDL 39 receiver
with the Garmin Pilot app, and the SageTech Clarity CLO1 with the
WingX Pro7 app. We found all three to be vulnerable, allowing an
attacker to manipulate information presented to the pilot, which in
some scenarios would lead to catastrophic outcomes. Finally, we
provide recommendations for securing such systems.

Categories and Subject Descriptors

K.6.5 [Management of Computing and Information Systems]:
Security and Protections

General Terms

Security, Aviation, Human Factors, Mobile Cockpit Information
Systems

1. INTRODUCTION

Modern tablet PCs and smart phones offer a capable low-cost
platform for many applications that have until recently required
special-purpose hardware. In most cases—point-of-sale terminals,
information kiosks, home automation controls, and so on—our
expectations of security and reliability are on par with everyday
consumer electronics. There are domains, however, where we expect
near-absolute security and reliability. Among them is aviation,
where a malfunctioning safety-critical system can lead to loss of life.
The use of consumer mobile electronics in a capacity where they
can affect flight safety thus warrants closer scrutiny.
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In this paper we examine a particular use of mobile devices in
general aviation, in which an iPad (or similar tablet) supplements
conventional flight and navigation instruments. An app running
on the iPad communicates with a separate handheld device, which
combines a GPS receiver with additional aeronautical information
receivers into a single unit. We term this combination of tablet,
app, and receiver a Mobile Cockpit Information System (MCIS). A
state-of-the-art MCIS presents the pilot with a unified moving map
display showing aircraft position overlaid on an aeronautical chart.
Depending on the aeronautical information services supported by the
receiver, the display may also include a graphical weather overlay
(FIS-B service) and may display nearby aircraft (ADS-B and TIS-B
service). Some receivers also include solid-state magnetometers
and accelerometers, which provides the app with aircraft magnetic
heading and attitude (pitch and roll).

The iPad is often mounted alongside conventional instruments
(Figure 1), mimicking the glass cockpit found on modern high-end
aircraft. In this configuration, the iPad effectively becomes part
of the cockpit instrument panel. However, because it is a pilot’s
portable electronic device, and not part of the aircraft, it is not subject
to aviation electronics (avionics) airworthiness requirements. This
regulatory exemption allows MCISes to be developed at the cost
and pace of modern mobile apps and consumer electronics. At issue
is whether this rapid growth in features and capabilities comes at the
cost of security, and this is the first question we address in this paper:

%k Do mobile cockpit information systems provide the secu-
rity guarantees expected of similar avionics systems?

Answering this question requires an agreed upon notion of the
security we expect of such systems. In the computer security com-
munity, we formulate security properties as hypotheses subject to
refutation by an attack that causes the target system to exhibit some
undesired behavior or reveal some secret information. Whether an
attack succeeds or fails is well defined, and depends only on the
target itself. In this setting, the most natural MCIS security property
concerns the authenticity of information presented to the pilot. In
other words, in this setting, an MCIS is secure if an attacker cannot
cause it to present false information to the pilot.

By this measure, current mobile cockpit information systems are
not secure against a variety of attacks. In addition to the already-
known attacks on GPS and the underlying aeronautical information
services (ADS-B, TIS-B, and FIS-B), the systems we examined are
also vulnerable to MCIS-specific attacks, the most severe of which
allows an attacker to reflash receiver firmware, giving him complete
control over when and what information is presented to the pilot.

In the aviation community, security of avionics systems is viewed
as a matter of reliability, which is itself part of the overall airwor-
thiness determination for an avionics system. Reliability differs
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Figure 1: A modern cockpit mobile arrangement consisting of
a mobile computing device (e.g. iPad) and a GPS and UAT re-
ceiver.

Tablet PC

from security in its adversary: the adversary of reliability is Nature,
while the adversary of security is a motivated attacker. In reliability
analysis, Nature is a stochastic process that can be tamed by driving
the probability of a system failure to an acceptable level. However,
unless a system is absolutely reliable, a determined attacker can
exploit the tiniest sliver of vulnerability. These were lessons learned
two decades ago by the computer security community. The inherited
wisdom of that experience is that security requires separate explicit
consideration.

Reliability as considered in airworthiness determination differs
from computer security in another important way. The airworthiness
of a system is considered in terms of its effect on overall flight
outcome should the system fail. By way of example, FAA Advisory
Circular (AC) No. 20-149A, which describes one means of gain-
ing airworthiness approval for FIS-B avionics installed on aircraft,
mandates that, “the effect of undetected errors in FIS-B products

.. 1s no greater than a minor failure condition.” A “minor failure
condition” is one which does not significantly reduce aircraft safety
and which involves crew actions well within their capabilities [16,
Ch. 3]. Thus, airworthiness depends not only on the component
itself, but also on the severity of the overall outcome taking into
account crew actions.

For computer security analysis to be practically useful in deter-
mining airworthiness, we must reason about possible crew actions
in response to (detected or undetected) attacks. In other words, to
connect security results to airworthiness, we must connect MCIS
output to pilot actions to overall flight safety. This is the second
question we consider:

% How does the security of mobile cockpit information sys-
tems affect flight safety?

There are two ways to go about answering this question. The first
is empirical, using experiments with pilots in a controlled setting.
While this approach is the most reliable, it is cost-prohibitive and
unlikely to be adopted by manufacturers or regulators.

The second approach is to work with a model of pilot decision-
making. The simplest such model assumes, pessimistically, that
a pilot will accept as correct all information presented to her by a
compromised MCIS and act accordingly. Unfortunately, this line
of reasoning leads one to conclude, for example, that nearly all
navigation systems (GPS, VOR/DME, ILS) should not be used
because they all are easily spoofed. The way out of this conundrum
is to insist that the pilot rely on multiple sources of information to

determine the true state of affairs. This point is worth emphasizing:
modern aviation safety depends on pilots successfully reconciling
possibly conflicting information presented by multiple sources. In
this regime, the FAA considers current aeronautical information
services (ADS-B, TIS-B, and FIS-B) supplementary in nature.

For example, AC 20-172A states, “The installation of ADS-B in
avionics provides the pilot(s) with supplemental information.” In
this view, there is no harm in additional information, because pilots
can optimally reconcile all information presented to them. By neces-
sity, this must hold even when some sources are manipulated by an
attacker. We believe this view is too optimistic: it is unreasonable to
expect pilots to always correctly reconcile conflicting information
presented by multiple systems. It becomes necessary, therefore, to
consider pilot decision-making in order to assign potential outcomes
to attacks on information systems.

We propose one way of modeling this decision-making process
when an information system is under attacker control. We believe
our approach may be useful in the analysis of similar systems. It
is not a replacement, however, for empirical evaluation. Thus, our
answer to the above question is only partial; however, we believe
that it is a fruitful first step.

In Section 6 we evaluate several MCISes on the market today. Our
analysis finds that under several scenarios an attacker with modest
capabilities can exploit the weak security of these systems to cause
catastrophic outcomes. The situation need not be hopeless, however.
The third question we investigate is:

% Can consumer mobile cockpit information systems be re-
designed to satisfy the airworthiness requirements of com-
parable avionics systems?

Our answer is a guarded yes, although concerns about the integrity
of GPS and aeronautical information service signals themselves
still remain. We make several recommendations for securing such
systems, and we believe the proposals do not impose an undue
burden on developers.

In summary, our contributions are:

% We define the security threats facing Mobile Cockpit
Information Systems (MCISes) and develop a model
for evaluating information systems where assessing the
severity of potential attacks requires modeling a human
operator.

% We analyze three existing MCISes. We find that all
three allow an attacker to provide false information to
the pilot; two of these systems allow an attacker to carry
out a delayed or situation-triggered attack by replacing
receiver firmware; all three are vulnerable to a malicious
app installed on the tablet device.

We provide recommendations for securing MCISes that

would protect against the MCIS-specific vulnerabilities

we identified. We believe our recommendations do not
impose an undue burden on developers.

2. BACKGROUND

This work is about mobile cockpit information systems (MCISes)
used by pilots as an aid to situation awareness during flight. MCISes
are targeted at pilots in small general aviation aircraft that lack
the sophisticated cockpit information systems found on larger and
newer aircraft. Physically, an MCIS consists of two devices: an
aeronautical information service receiver and a general-purpose
tablet PC—most commonly an iPad. The receiver relays broadcasts
from multiple aeronautical information services to the app, which
presents the information to the pilot. Figure 3 illustrates these
components, which we describe next.
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Figure 2: The Stratus 2 receiver (left), ForeFlight iOS App (center), and Garmin Pilot iOS app (right). The app is showing real-time
weather against a US sectional aeronautical chart. The aircraft’s position is shown as a blue plane along the magenta planned route.
App screenshots Copyright 2012 Sporty’s Pilot Shop, used with permission.

2.1 Aeronautical Information Services

Mobile cockpit information systems are built around three aero-
nautical information services.

2.1.1 GPS

Most readers are already familiar with the Global Positioning
System (GPS), a satellite-based positioning system. GPS receivers
are entirely passive, allowing the 32-satellite constellation to support
an arbitrary number of users. GPS receivers provide horizontal accu-
racy down to one meter [25], making GPS an attractive alternative to
the system of ground-based navigation aids still in wide use today.

Known vulnerabilities. The non-interactive (passive) nature of
GPS makes it vulnerable to replay attacks. Moreover, the non-
military navigation signal is unauthenticated, making spoofing pos-
sible. These shortcomings of GPS are well known, with results
on GPS spoofing [27, 28, 38, 46, 51, 57, 59], software attacks on
GPS [41], GPS cryptography [60], and more [3, 9, 11, 29, 31, 43,
47, 48, 52, 55, 61]. In this work, we do not address these attacks
and proposed fixes. We note, however, that attacks on GPS require
the attacker to transmit a GPS signal. Ground-based attacks against
an airborne target would be detectable by nearby receivers.

2.1.2 ADS-B and TIS-B

Automatic Dependent Surveillance—Broadcast (ADS-B) is an air-
craft position self-reporting system. An aircraft equipped with an
ADS-B transmitter broadcasts its own position (obtained from a
source such as GPS); aircraft equipped with an ADS-B receiver
can display other aircraft to the pilot and issue collision avoidance
warnings if necessary. The United States Federal Aviation Admin-
istration (FAA) has mandated that by 2020, all aircraft operating
in airspace that today requires a transponder will be required to
broadcast their position via ADS-B. The receivers considered in this
work do not transmit ADS-B data; they only receive ADS-B from
aircraft equipped to do so.

Traffic Information Service—Broadcast (T1S-B) is an aircraft posi-
tion reporting system. TIS-B uses the same data format as ADS-B;
however, TIS-B position information is broadcast by FAA ground
stations in the United States and includes aircraft positions from
radar-based aircraft tracking systems. As such, it provides a transi-

tion to ADS-B by allowing aircraft equipped with ADS-B to know
about aircraft using a transponder only.

There are two data links used to disseminate ADS-B and TIS-B:
Mode S Extended Squitter on 1090 MHz (1090ES) and Universal
Access Transceiver protocol on 978 MHz (UAT). Both data links
have a data rate of 1 Mbit/sec; however, 1090ES uses 112-bit packets
while the UAT data link supports larger packet sizes, making it more
suitable for larger messages. UAT is only used in the United States.

Known vulnerabilities. ADS-B and TIS-B services are provided
over the 1090ES and UAT data links, neither of which is authen-
ticated. Attacks on these services have been considered in the
research community [7, 50, 54, 56]; Strohmeier et al. [54] provide
an overview of this problem and propose a number of solutions.
Like GPS attacks, these require a transmitter and may be detected
by other receivers near the victim.

2.1.3 FIS-B

Flight Information Service—Broadcast (FIS-B) provides several
kinds of real-time information, most notably graphical weather data.
Like TIS-B, FIS-B is a free broadcast service provided by the FAA.
Figure 2 (center and right) shows TIS-B weather data overlaid on
an aeronautical chart. FIS-B also provides textual weather and
time-sensitive pilot advisories.

Known vulnerabilities. Like ADS-B and TIS-B, FIS-B is trans-
mitted over the unauthenticated UAT data link; it is, therefore, also
vulnerable to spoofing.

2.2 Aeronautical Information Receivers

Availability of the services described above has created a market
for devices capable of receiving and displaying this information.
While it is possible to equip an aircraft with avionics capable of
receiving and presenting this information on a cockpit display, an
MCIS is a far cheaper alternative for doing so.

The portable aeronautical information receivers that are the sub-
ject of this work combine a GPS receiver and UAT receiver into a
compact, battery-operated device. Many also incorporate a 1090ES
receiver—all three receivers we examined do.

Some receivers also include an Attitude and Heading Reference
System (AHRS) module, which provides aircraft attitude (pitch and



roll) as well as magnetic heading using solid-state accelerometers
and magnetometers. AHRS information is displayed in the style of a
modern Primary Flight Display (PFD) and is marketed as a backup
to primary flight instruments. The Stratus 2 unit shown in Figure 2
(left) is a battery-powered receiver incorporating a GPS, UAT, and
1090ES receiver and an AHRS module.

Nearly all receivers communicate with the tablet using either
WiFi or Bluetooth. A wireless link reduces clutter and allows the
receiver to be placed more conveniently inside the cockpit.

2.3 Aeronautical Information Apps

The receiver provides all information to an aeronautical informa-
tion app running on the tablet. Modern aeronautical information
apps evolved from Electronic Flight Bags (EFBs), electronic re-
placements for paper documents carried by pilots. An EFB includes
aeronautical charts, approach plates, aircraft manuals, and check-
lists. EFBs replace several pounds of paper and provide an efficient
interface to these documents. The simplest EFBs are nothing more
than PDF viewers, while more sophisticated EFBs provide features
such as interactive checklists.

Because they were already familiar to pilots, EFBs provided a
natural place to add real-time data from aeronautical information
services. The emergence of low-cost GPS receivers and the intro-
duction of services such as ADS-B and FIS-B brought more kinds
of information to what are now known by the general term aviation
apps. Such applications promise to improve general aviation safety
by providing pilots with more information to aid in-flight decision-
making. There is a real danger, however, that pilots will come to rely
on these apps while neglecting more basic skills. Such apps may
also engender a false sense of security, leading pilots to cut corners
in pre-flight preparation or to be less vigilant in flight [4, 15].

The problem of over-reliance on automation has garnered con-
siderable attention in the aviation safety community. In this work,
we take pilot reliance on an MCIS, to a greater or lesser degree, as
given. From a computer security point of view, we would prefer to
make these systems more secure rather than rely solely on a pilot’s
ability to make critical decisions under pressure.

2.4 Mobile Computing Environment

Aeronautical information apps run on ordinary consumer tablet
PCs. By far the most popular choice is an iPad, although several
aviation apps are available for Android also. Of the apps we ex-
amined, only Garmin Pilot has an Android version with the same
functionality as the iOS version.

2.5 Government Regulations

In the United States, use of mobile computing devices in the
cockpit is regulated by the FAA. The FAA has been open to the
use of EFBs and has issued detailed guidance on their use [17—
19]. Broadly speaking, portable EFBs, that is, EFB systems not
integrated into the aircraft, do not require software certification.
(Airborne software systems are normally certified to the RTCA DO-
178B standard.) However, air carrier use of such EFBs requires FAA
approval—use in general aviation does not.

Furthermore, EFBs used by air carriers are prohibited from show-
ing “own-ship position.” That is, they may not display the location
of the aircraft on an aeronautical chart or procedure plate. General
aviation use carries no such restriction, and indeed, all of the apps
we examine provide “own-ship position.” See Figure 2 (center and
right). Regarding such use, the FAA only warns, “The EFB system
does not replace any system or equipment (e.g. navigation, com-
munication, or surveillance system) that is required by 14 CFR part
91 [17].
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Figure 3: Components of a mobile cockpit information system.
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3. RELATED WORK

To our knowledge, we are the first to consider the security of mo-
bile cockpit information systems. With the rise of mobile computing
devices, there has been considerable work on mobile security [2, 42],
most of which has focused on security issues internal to the platform.
In our security analysis, we lean on the numerous studies of mobile
malware [22, 58, 65, 66] to motivate our malicious app attacker
model (Section 4.2). The technique of using the mobile device itself
to attack a peripheral was used by Frisby et al. [24] to attack mobile
point-of-sale terminals.

Firmware update attacks have been used on printers [8], medical
devices [26], batteries [35], voting machines [1], among others.

Attacks on Bluetooth and WiFi are too numerous to mention.
Integrity attacks on GPS and ADS-B have already been discussed
in Section 2.1.

4. SECURITY MODEL

In this section, we describe the MCIS threat model. Our moti-
vation is an attacker intent on disrupting the flight of a particular
aircraft. An attacker can attack a target directly by manipulating
information presented by the MCIS to the pilot of the target aircraft.
This is the mode of attack implicit in most of the scenarios we de-
scribe in Section 5. An attacker can also attack the target indirectly
by manipulating information presented to pilots of nearby aircraft.
In this regime, the aircraft with the compromised MCIS becomes a
guided weapon used to attack another aircraft.

We begin our security analysis with a description of the attack
surfaces of an MCIS.

4.1 Attack Targets

An MCIS is made up of several discrete components linked by
communication channels, illustrated in Figure 3. The receiver, app,
tablet, and aeronautical information services have already been de-
scribed in Section 2. The remaining service, the App Data Provider,
is a subscription service providing up-to-date information not dis-
seminated via the aforementioned aeronautical information services.
(In all cases we examined, the App Data Provider is the same as
the app developer.) This additional information, which includes the
aeronautical charts and procedure plates displayed to the pilot, is
updated on the ground, over a normal Internet connection.

An attack on an MCIS entails attacking one or more of the com-
ponents or channels shown in Figure 3. We describe possible attacks
against each channel or against the receiver or app directly, what an
attacker might gain from each, and the steps necessary to protect
it. We do not discuss attacks on the information services (GPS,
ADS-B, TIS-B, FIS-B) themselves, which have been considered in



prior work (see Section 2.1). Instead, we focus on attacks unique to
the MCIS platform.

Table 1 lists the information provided by an MCIS, along with
the conventional source of each piece of information. A successful
attack would allow an attacker to control or deny access to one or
more of these variables. Our next task is to define how a successful
attack on a component or channel would affect these variables. In
Section 5 we consider scenarios in which an attacker controls one or
more of these variables, and the potential outcome of such attacks.

We consider only attacks on the integrity and availability of a
component or communication channel. Attacks on secrecy/privacy
are less of a concern, because most of the information involved is
not confidential in nature. We also note that we do not consider
issues of receiver or app reliability, a distinct but separate concern
in an environment like an aircraft cockpit.

Receiver to App channel. In all three of the MCISes we examined,
the receiver communicates with the app on the mobile computer
wirelessly, using either Bluetooth or WiFi. With the exception of
EFB data, which is preloaded before flight, all information presented
to the pilot must be sent over this channel. The channel may also be
used to control some functions of the receiver and to send firmware
updates to the device.

The simplest class of attacks involves denying access to the chan-
nel (e.g., by jamming). This would deny the pilot access to every-
thing except EFB data. However, such an attack is easily detected,
although it may be misattributed to receiver failure. A more subtle at-
tack would be to selectively deny access to specific information; this
attack would require the channel to be unencrypted or vulnerable to
packet timing/size attacks. In the absence of proper authentication,
an attacker could tamper with all information sent over this channel.
Finally, in the absence of replay protection, the channel would be
vulnerable to selective replay of old information.

App to Internet channel. This channel is used to retrieve EFB
information as well as app updates and receiver firmware updates.

By denying access to this channel, an attacker would be able to
prevent EFB updates and potential security-related firmware updates.
If a failure to update EFB data is not properly indicated, the pilot
may be unaware she is lacking important flight information.! In
the absence of proper authentication, an attacker could tamper with
EFB data.

Receiver. The receiver provides the app with non-EFB information
shown in Table 1. Attacks on receiver availability are similar to
attacks on the receiver to app channel availability; however, in some
cases, they may be easier to carry out (e.g., via battery drain attacks).

A successful attack on receiver integrity is much more serious. An
attacker would be able to impersonate the receiver, and thus provide
arbitrary non-EFB data to the app. Reflashing device firmware is
the most common means of compromising device integrity, and
this is the most serious attack we consider in Section 6. However,
reflashing alone does not automatically imply integrity compromise,
if the app validates the authenticity of the data from the receiver.
Unless the attacker can also learn the keying material used by the
legitimate firmware to sign updates, reflashing alone will only result
in a denial of device availability.

App and tablet PC. The tablet is the sole MCIS interface to the
user. A successful attack on app availability would deprive the pilot
of all MCIS information. Compromising app or tablet PC integrity
would give an attacker complete control over information presented

T At least one incident in the Aviation Safety Reporting System
(ASRS) database describes a pilot violating airspace flight restric-
tions because of a silent update failure (ACN 1091530).

to the pilot. This is the most serious attack on an MCIS. Fortunately,
recent progress in mobile platform security, most notably code
signing, has made such attacks difficult. Nevertheless, security
problems still remain. Compounding the problem is that in many
cases, the tablet PC may be used for non-aviation purposes, exposing
it to additional malware risks.

4.2 Attacker Model

An attacker’s ability to carry out attacks on parts of the MCIS
described above depend on the attacker’s technical capabilities. We
consider five classes of attacker defined by the level of access to the
MCIS under attack. We assume that an attacker has the technical
skills and equipment of a properly motivated graduate student, and
is only limited by his access to the target MCIS. These five types of
access are:

Brief proximity. Brief proximity is the weakest class, granting an
attacker brief physical proximity to the receiver for a few minutes
while the receiver is powered. This allows the attacker access to
the wireless communication channels, which he may use to gain
lasting control over the MCIS. Such access might be arranged while
the pilot is preparing for flight on the ground. A properly secured
receiver to app communication channel and properly implemented
aeronautical information service receiver components can protect
against such an attack.

Brief access. Brief access grants an attacker physical access to the
receiver for a few minutes. Brief access implies brief proximity.
Physical access is a fairly powerful capability that includes the
ability to replace the device with an attacker-controlled facsimile or
render the MCIS inoperable. To defend against such an attack, the
app must be able to detect receiver tampering. (See discussion of
receiver integrity in Section 4.1.) The pilot should also have a way
of detecting tablet PC tampering or replacement.

Time-of-use proximity. Time-of-use proximity grants an attacker
physical proximity to the MCIS while it is in use. Practically, this
requires either a tracking directional antenna or the ability to plant a
device on the aircraft. Time-of-use proximity implies brief proxim-
ity. At a minimum, an attacker with time-of-use proximity can jam
all communication links, denying access to all real-time information.

Update man-in-the-middle. An attacker with update man-in-the-
middle capability has control over the Internet connection between
the tablet and the app data provider. Such access might be arranged
by enticing the user to use an attacker-controlled WiFi access point.
At a minimum, a man-in-the-middle attacker can deny the app access
to the app data provider. A properly secured channel between app
and app data provider would prevent tampering with EFB data and
any receiver firmware updates sent to the app.

Collocated app. The collocated app capability allows an attacker
to install an app on the tablet device. We assume the attacker can
arrange for the app to be executing when the device is in use. (See
Section 6.5 for a description of the demonstration attack app we
developed.) An attacker might gain such a capability through social
engineering, by exploiting a vulnerability in the tablet operating
system, or by gaining control of an already installed app.

In the ideal case, any combination of the above capabilities would
allow an attacker no more than the ability to deny use of the MCIS.
If the necessary security measures are absent or are not implemented
properly, an attacker could gain the ability to tamper with MCIS
data presented to the pilot.



Variable MCIS source Conventional source

Altitude GPS Altimeter, ATC, visual

Attitude AHRS Attitude indicator, visual
Heading AHRS Heading indicator, compass
Position GPS VOR/ILS/DME ind., ATC, visual

Alt. setting FIS-B

Wx (general)  FIS-B

Wx (spatial) FIS-B

Other aircraft ~ ADS-B/TIS-B
Procedures EFB

Terrain EFB

ATIS/ASOS/AWOS, ATC, brief
ATIS/ASOS/AWOS, ATC, brief
Visual, brief

Visual, ATC

Printed procedures

Printed charts

Table 1: Elements of situation awareness provided by an MCIS
and conventional sources of the same information. Sources that
are both continuous and direct are shown in boldface.

5. RISK ASSESSMENT

What happens when an attack against an MCIS succeeds? In
this section, we consider the impact of a successful attack on flight
safety. Most attacks on safety-critical systems considered by the
research community have attacked a control system, which give
an attacker direct control over the controlled process. Our case is
different. An MCIS is an information system without direct control
of the aircraft. By gaining control over an MCIS, an attacker gains
control over the information presented to the pilot; it is up to the
pilot to act on that information.

We reason about the effect of such attacks in the framework of
Hazard Analysis. The flavor we use is most closely aligned with
the FAA’s usage [20, Appendix C]. (Stamatis [53] provides a more
general introduction to Risk Analysis and the elements used here.)

In our context, a hazard is a successful attack resulting in attacker-
controlled information being presented to the pilot by the MCIS. A
hazard scenario is a sequence of events leading from the hazard to
an undesirable system outcome. With each scenario, we associate a
likelihood and a severity; the combination of the two is often termed
the risk associated with the scenario. Likelihood, which may be
quantitative (e.g., a probability) or qualitative, is the likelihood of
the undesirable outcome given the hazard. That is, the attack on
the MCIS is assumed to succeed, allowing the attacker to control
some of the information displayed by the MCIS. The environmental
conditions are fixed by the scenario. The likelihood is understood to
be over all general aviation pilots and their preferred aircraft.

An alternative approach, described in NIST’s Guide for Con-
ducting Risk Assessments: Information Security is to include the
likelihood of attack initiation in an overall information security risk
assessment of an organization or system. This requires “taking into
consideration capability, intent, and targeting” [39]. We know of
no way to meaningfully assign a likelihood to an attacker initiating
an attack in the general case. Our analysis is, therefore, concerned
only with the likely outcome of an attack, and not the likelihood
of the attack itself. We use a likelihood scale with five discrete lev-
els denoted, from most to least likely: frequent (expected to occur
routinely), probable (expected to occur often), remote (expected to
occur infrequently), extremely remote (expected to occur rarely), and
extremely improbable (not expected to occur, but not impossible).
Severity is also classified into five discrete levels, denoted, from
most to least severe: catastrophic (multiple fatalities), hazardous
(multiple serious injuries or fatal injuries to a small number of per-
sons, or a hull loss without fatalities), major (physical distress or
injuries, substantial damage to aircraft), minor (physical discomfort,
slight damage to aircraft), minimal (negligible safety effect).

In the following, we consider several scenarios attacking the in-
formation presented by an MCIS. For each, our goal is to assign

a likelihood and severity score. The ideal means of determining
likelihood and severity is empirical through high-fidelity controlled
experiments measuring pilot response to data tampering scenarios.
Unfortunately, such experiments are beyond the capabilities of most
computer security researchers. The alternative is a qualitative as-
sessment based on our own judgement. This is the approach we
take here. Our assessment of likelihood is subject to disagreement,
which an aviation safety expert may judge to be greater or lesser
than what we determine.

The scenarios are structured around two critical events we term
detection and selection. In each scenario, an attacker manipulates
some subset of variables presented by the MCIS to the pilot. De-
tection occurs if a pilot notices a discrepancy between the MCIS-
reported datum and the same datum obtained from another source.
Having noticed the discrepancy, a pilot is faced with a choice of
which source to trust. At this point, the pilot must reject either the
MCIS-supplied information controlled by the attacker or the refut-
ing source providing accurate information. We call this decision
point the selection of one or the other data source.

5.1 Detection and Selection Factors

Detection and selection are influenced by a number of factors.
These factors form the basis of our likelihood assessments. Through-
out, we refer to the (correct) information that contradicts MCIS-
supplied information as refuting information and its source as the
refuting source.

Exposure. The first, and probably most important, factor affecting
detection is operator exposure to refuting information. We classify
exposure as continuous or request-driven. Continuous information
is presented to the operator at all times; it includes altitude (via
altimeter), attitude (via attitude indicator), and heading (via heading
indicator and compass). Request-driven information requires an
explicit, discrete acquisition action. This includes information such
as the local altimeter setting, which is obtained from air traffic
control (ATC) or an automated station (ATIS/ASOS/AWOS). A
discrepancy in continuously available information is significantly
more likely to be detected than a discrepancy in information that
requires operator action to obtain.

Cognitive complexity. Refuting information may be direct or indi-
rect. Direct information is information that, once available, requires
no additional cognitive processing to detect a discrepancy. An alti-
tude obtained from an MCIS and from the altimeter can be readily
compared. The same is true for attitude, heading, altimeter setting,
general weather information, presence of other aircraft, approach
procedures, terrain and obstacle information.

Conventional sources of aircraft position may be direct or indirect.
In familiar terrain and good visibility, a pilot can directly observe
her position. When radar service is available, ATC is another direct
source of position information, as long as the pilot is in communica-
tion with the controller. The instrument landing system (ILS) also
provides direct position information in the form of course deviation,
however, it is only available on final approach. Terrestrial navigation
aids, such as VOR and DME, when used to navigate along airways,
provide direct position information in the form of a course deviation.
However, when not configured to follow a pre-determined course,
these instruments do not directly indicate aircraft position.

Weather data comes in many forms. Simple variables, such as
cloud ceiling and visibility, can be directly compared between those
reported by an MCIS and those obtained from a weather observa-
tion recording. On the other hand, spatial weather information, as
obtained from a graphical weather overlay, cannot be directly com-



pared to information received during a pre-flight briefing or from
direct visual observation.

The presence of another aircraft reported by an MCIS can be
confirmed visually, however the absence of an aircraft cannot be
directly established with certainty.

Workload. Operator workload has been found to adversely affect
fault detection and mitigation in many domains [13, 14, 62]. At-
tacks during high-workload stages of flight (take-off and landing)
significantly increase risk.

Trust and preference. A operator’s trust of automation, and the
MCIS in particular, plays an important role in both detection and
selection phases. In the detection phase, trust will determine how
often a pilot will check MCIS-reported information against conven-
tional sources. In the selection phase, a pilot must decide whether
to accept information from the MCIS or from the refuting sources,
a determination that will rely heavily on trust.

Trust in automated systems, both information and control, is an
active area of study in the Human Factors community. Experiments
have shown that trust increases with reliability [10, 12, 30, 64].
Thus, the more reliable a system is in normal operation, the greater
the potential for damage when the system is compromised.

Trust in automated systems has also been found to be inversely
proportional to operator self-confidence. The less confident an
operator is in her own skills (especially when refuting information
is indirect), the more likely she is to trust the automated system [10,
32, 45].

Automation bias is the term given to increased reliance on auto-
mated systems, which can lead to reduced crew vigilance [4, 33,
36, 44]. Automation bias, however, is not universal; in some stud-
ies, operators were found to place greater trust in conventional
systems [37].

Finally, even when one system is not considered more reliable
than another, a pilot may continue to rely on a faulty instrument
despite evidence that it is unreliable. (This was the case in at least
two major aviation accidents—Korean Air Cargo flight 8509 on
December 22, 1999, and Copa Airlines flight 201 on June 6, 1992.)

Experience. More experienced operators generally fare better in
many decision-making tasks, and we expect our setting to be no
different. Experience also attenuates the effect of factors such as
workload and operator confidence.

Environment. Environmental factors, notably, weather, will affect
a pilot’s ability to rely on visual references, eliminating a major
source of refuting information.

5.2 Scenarios

With these factors in mind, we consider seven scenarios in which
an attacker tampers with some combination of variables presented
by an MCIS (Table 1). For each scenario, we assign a likelihood.
We rely on our own judgement, necessarily imperfect, to make
this determination. Aviation safety experts may disagree on the
likelihood of each outcome.

5.2.1 Altitude and attitude

In this scenario, an attacker manipulates reported altitude and
attitude (pitch and roll) information displayed by the MCIS. Both are
critical flight parameters. Incorrect perception of altitude, attitude, or
speed is termed spatial disorientation; unless remedied immediately,
spatial disorientation rapidly leads to catastrophic outcomes.

Severity. The severity of this outcome is catastrophic.

Likelihood. Both altitude and attitude can be directly determined
from primary flight instruments, which provide a continuous indica-

tion of both. Therefore, we consider a failure to detect a hazardous
condition and select the correct instrument to be remote to extremely
remote.

5.2.2 Position (cruise)

In this scenario, an attacker tampers with the reported position of
the aircraft in the cruise stage of flight. This scenario encompasses
a family of scenarios varying in how long it takes the pilot to detect
deviation from expected position.

Severity. In poor visibility, a pilot may not realize at all that she has
deviated from the intended course, resulting in controlled flight into
terrain or mid-air collision, both catastrophic outcomes. Scenarios
in which a pilot becomes aware of her incorrect position past the
point at which an airfield landing can be made range in severity
from minor to catastrophic, while recognizing deviation from the
intended course early, allowing for a normal landing, has minimal
to minor severity.

Likelihood. The likelihood of detection and selection of correct
information source depends on a number of factors. The most
significant is whether the pilot is navigating primarily by visual
reference to terrain (VFR — Visual Flight Rules) or by relying on
navigation instruments (IFR — Instrument Flight Rules).

A pilot monitoring conventional navigation instruments and com-
municating with air traffic control is both more likely to detect a
problem and correctly choose conventional instruments. We con-
sider the likelihood of the late recognition scenario to be remote to
extremely remote in IFR flight. Unfortunately, only 28% of private
pilots in the United States are licensed to operate under IFR.> More-
over, less experienced pilots are more likely to trust automation, so
that, even when a pilot detects a problem, she may continue to rely
on the MCIS-provided GPS data.

For VFR flights in poor visibility and hazardous terrain, we judge
the likelihood of the pilot relying on incorrect position with catas-
trophic outcome to be remote to probable.

5.2.3  Position (approach)

In this scenario, an attacker tampers with the reported position
of the aircraft on approach. While similar to position tampering
in cruise considered above, approach to landing presents its own
unique challenges. Among them: increased workload and narrow
error margins because of proximity to terrain and other aircraft.
On the other hand, on final approach, a pilot may rely on visual
references (runway and visual approach slope indicator lights) or
the Instrument Landing System (ILS) than on the MCIS.

Severity. Position error on approach can result in controlled flight
into terrain or a mid-air collision, both catastrophic outcomes.

Likelihood. In a scenario with poor visibility, no ILS, and haz-
ardous terrain, we judge the likelihood of catastrophic outcome to
be remote to probable.

5.2.4 Die Hard 2

In the classic action film Die Hard 2, the villain causes an aircraft
to crash on final approach when he issues the order to “recalibrate sea
level ... minus two hundred feet.” In an MCIS version of this attack,
an attacker tampers with the altimeter setting shown to the pilot in a
METAR, a textual weather report that includes this variable. The
altimeter setting is used to calibrate a barometric aircraft altimeter.

2Based on 2012 data reported by the FAA: http://www.faa.
gov/data_research/aviation_data_statistics/civil_
airmen_statistics/2012/
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Severity. An incorrect altimeter setting will result in an incorrect
altitude displayed on the conventional altimeter, which can lead to a
catastrophic outcome.

Likelihood. The primary source of the altimeter setting is a pre-
recorded terminal information (ATIS) message or an automated
weather (ASOS/AWOS) report and airport tower air traffic con-
trollers will often repeat the altimeter setting when clearing an
aircraft to land. Thus, we believe the likelihood of this scenario to
be extremely remote.

5.2.5 Weather

Weather information, both textual and graphical, affects a pi-
lot’s navigation-related decisions. A pilot not equipped to fly in
poor weather can be led into such conditions by erroneous weather
information. According to the FAA, “twenty five percent of all
weather-related accidents are fatal and a failure to recognize dete-
riorating weather continues to be a frequent case or contributing
factor of accidents” [21]. In poor weather conditions, a pilot is
likely to turn to the MCIS to determine whether to continue flight
and how to navigate around bad weather. The graphical weather
display (e.g., Figure 2, right) presents highly salient weather infor-
mation which is not available from any other conventional source
in the cockpit.? In this scenario, the attacker is also aided by the
psychology of pilots flying in poor weather. General aviation pilots
have a well-established pattern of flying into deteriorating weather
conditions [4, 5, 40, 63], an effect that is positively correlated with
flight duration (more likely at end of long flight) and negatively
correlated with experience.

Severity. Clearly, incorrect weather information can lead to catas-
trophic outcomes.

Likelihood. Pilots are likely to rely on weather information pre-
sented by an MCIS. However, the likelihood of this reliance leading
to a catastrophic outcome is difficult to estimate, because it depends
on the weather conditions and pilot experience.

5.2.6  Position of other aircraft

There are three types of attack on aircraft position information
obtained from ADS-B/TIS-B. In the first attack type, an attacker
can suppress information about other aircraft. However, pilots do
not rely on ADS-B/TIS-B for aircraft identification, both as a mat-
ter of training, and because this feature is explicitly advertised as
incomplete.

The second type of attack involves adding false targets to the
display. Because of the possibility of a collision, a pilot is likely to
accept MCIS information. While we judge the likelihood of this
happening to be frequent, the severity is minimal to minor. We
consider the scenario in which a false target causes a deviation
resulting in an accident to be extremely remote. Moreover, trust of
an automated system deteriorates rapidly when it shows itself to be
unreliable. After a few false targets, we expect pilots to place little
weight on MCIS-reported aircraft.

The third type of attack involves changing the reported position of
an existing target. An adversarially-chosen change in target position
could result in a pilot deviating toward the target to avoid collision.

Severity. The outcome severity of a mid-air collision is catas-
trophic.

Likelihood. The likelihood of a mid-air collision caused by sup-
pression of ADS-B/TIS-B data is, therefore, extremely remote to

3Satellite radio subscription services that provide graphical weather
information are available, many using mobile apps for display, how-
ever, we assume a pilot will only rely on the MCIS weather display.

extremely improbable. However, under the right circumstances—
reduced visibility and proximity to another aircraft—the likelihood
of a catastrophic outcome in the last scenario is probable. While an
attacker may not have the ability to arrange such circumstances, he
can wait for them to occur naturally.

5.2.7 Terrain and procedures

In this scenario, an attacker modifies critical information on an
aeronautical chart or approach plate. Obstacle elevations, navigation
aid frequencies, procedure altitudes can all result in a catastrophic
outcome. The Die Hard 2 attack can also be carried out by modify-
ing the altitudes on an instrument approach plate. Such an attack is
particularly dangerous because directly refuting information is only
available from another chart or plate. Pilots are unlikely to check
for this discrepancy. The remaining source of refuting information
is visual observation and air traffic control, the second of which is
not always available.

Severity. The outcome of this scenario—controlled flight into
terrain—is catastrophic.

Likelihood. In poor visibility, we judge the likelihood of an catas-
trophic outcome to be probable to remote, largely dependent on a
pilot’s familiarity with the terrain.

5.3 Summary

The manipulation of weather, own-ship position, position of other
aircraft, and EFB information introduces significant risk. The like-
lihood of most attacks having an undesirable outcome increases
greatly in poor weather, which limits a pilot’s access to visual refut-
ing information. A pilot relying on an MCIS in reduced visibility
faces significant risk if the MCIS is compromised by a malicious
adversary.

6. ANALYSIS OF EXISTING SYSTEMS

In this section we evaluate three existing MCISes, consisting of
an i0S app and a receiver: ForeFlight with the Appareo Stratus 2,
Garmin Pilot with the Garmin GDL 39, and WingX Pro7 with the
Sagetech Clarity.

6.1 ForeFlight with the Appareo Stratus 2

ForeFlight is the most popular iOS aviation app. The FAA has re-
cently approved the use of ForeFlight as a class 2 EFB (Section 2.3)
on all Frontier Airlines flights [23]. ForeFlight only works with
two models of UAT receivers, the first-generation Stratus and the
Stratus 2, both made by Appareo.* The app requires a $74.99 per
year subscription, which includes FAA aeronautical charts and a
number of real-time weather products retrieved while the device has
an Internet connection. Our evaluation is based on version 5.6 of
the ForeFlight app.

The Appareo Stratus 2 (Figure 2, left) is the second generation of
the Stratus device. Both the first generation Stratus and the Stratus 2
only work with the ForeFlight app. The Stratus 2 costs $899 and
incorporates a GPS receiver, 1090ES receiver, UAT receiver, and
an AHRS module. The Stratus 2 communicates with the iPad via
WiFi in infrastructure mode by acting as an access point. The user
configures the iPad to connect to this access point in order for the
ForeFlight app to receive data from the unit. Our Stratus 2 was
running firmware version 1.3.0.389.

“#ForeFlight also interacts with XM weather services and several
other GPS-only devices.



6.1.1 Receiver to App Channel Integrity

The Stratus 2 receiver sends information to the app via UDP
broadcast on its WiFi network. All data is broadcast unencrypted
and unauthenticated using a proprietary, but easy to reverse-engineer,
protocol. The ForeFlight app ensures that it is communicating with
the Stratus 2 unit by checking the SSID and IP address subnet
assigned by the AP. We were able to impersonate the receiver and
inject arbitrary information, which the app accepted and displayed.

We could also concurrently connect a malicious device to the
Stratus 2 and broadcast data to the same broadcast address used by
the Stratus 2 itself; the Stratus 2 (acting as an access point) relayed
our forged data to the iPad. This behavior can be exploited by a
malicious app to inject spoofed packets into the receiver to app
channel. With this attack, the iPad receives both legitimate and
forged data. However, because the user interface is updated at fixed
intervals, an attacker sending forged messages immediately after
the Status 2 itself will cause the app to immediately overwrite the
correct data.

We were thus able to inject arbitrary data into the receiver to
app channel, including invalid and inconsistent data, which the
app displayed. Such an attack can be carried out with a concealed
device on board the aircraft during flight, or using a transmitter
of sufficient power outside the aircraft. Once an AP association
has been established, it is possible to inject packets surreptitiously
without the need to receive packets transmitted by the Stratus 2 AP.

Vulnerability. An attacker with time-of-use proximity or collo-
cated app capability can manipulate all receiver-originated data.

6.1.2 App to Receiver Channel Integrity

The reverse channel, from app to receiver, is also neither en-
crypted nor authenticated. The app (and, therefore, the attacker) can
adjust 802.11 transmitter power level and indicator LED brightness.

Vulnerability (minor). An attacker with time-of-use proximity or
collocated app capability can modify some receiver settings.

6.1.3 EFB Data Integrity

The ForeFlight app downloads subscription data using an SSL
connection. The app did not accept self-signed certificates. We were
unable to tamper with this data.

6.1.4 Receiver Integrity

Receiver firmware can be updated using the ForeFlight app when
connected to the Stratus 2. The firmware is packaged with the app
and updated with the app. Although it is possible to extract the
firmware from the app bundle as well as to capture it during an
update, the firmware image itself is encrypted or scrambled, which
we failed to break with a modest reverse-engineering effort.

Vulnerability. An attacker with brief proximity or collocated app
capability can downgrade receiver firmware.

6.2 Garmin Pilot with the Garmin GDL 39

The Garmin Pilot app provides features similar to ForeFlight. It
interoperates with the Garmin GDL 39 receiver and Garmin GLO
GPS-only receiver. Garmin Pilot requires a $75 subscription. We
evaluated Garmin Pilot version 6.0.1.

The GDL 39 receiver costs $599 and incorporates a GPS receiver,
1090ES receiver, UAT receiver. (A more expensive model, the
GDL 39 3D, also includes an AHRS module.) Unlike the Stratus 2
or the Clarity, the GDL 39 communicates with the iPad using Blue-
tooth. The Bluetooth link uses RFCOMM, which provides RS-232
emulation over a Bluetooth link. Our unit had firmware version
2.80.

6.2.1 Receiver to App Channel Integrity

When the Garmin Pilot app connects to the receiver, the two
devices engage in a handshake. The receiver sends a nonce and a
key to the app; the app then encrypts the nonce sent to it with a 16
round Blowfish cipher and the key and then encrypts a static message
with the output of the first cipher as a key to an 11 round Blowfish
cipher. We suspect that this unusual algorithm is meant to mutually
authenticate the app and receiver. The code to carry out this process
in included in the app and the receiver firmware image; it was
extracted by a hobbyist and posted on the Web.> We did not attempt
receiver to application attacks; however, we believe it is possible to
impersonate the receiver (requires time-of-use proximity).

6.2.2 App to Receiver Channel Integrity

We were able both to passively listen on this channel using a
script written by the aforementioned hobbyist and to spoof requests
from the app to the receiver. We were also able to determine the
address of the GDL 39 wirelessly via sniffing and then connect to
the device without pairing.

6.2.3 EFB Data Integrity

The Garmin Pilot app updates its documents and charts over
HTTP. We were able to modify the aeronautical charts retrieved
by the app and presented to the pilot. Other communication (i.e.,
weather and flight plan filing) was carried out over HTTPS. The app
did not accept self-signed certificates.

Vulnerability. An attacker update man-in-the-middle capability
can tamper with EFB data use by the app.

6.2.4 Receiver Integrity

The GDL 39 firmware can be updated via Bluetooth using the
Garmin Pilot app or a GDL 39 utility app. Because the receiver
communicates with the iPad using the Bluetooth link, the iPad can
remain connected to the Internet while communicating with the
GDL 39. The firmware update relies on this: both the Garmin Pi-
lot app and the GDL 39 Utility app check for new firmware when
connected to the device and an Internet connection is available. All
update-related communication is unencrypted and unauthenticated;
we were able to redirect both apps to download our own firmware im-
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Vulnerability. An attacker with brief proximity, collocated app, or
update man-in-the-middle capability can install arbitrary receiver
firmware.

6.3 WingX Pro7 with the Sagetech Clarity

WingX Pro7 is an independent app that interoperates with eleven
different UAT receivers. WingX Pro7 requires a $99.99 per year
subscription. It provides FAA aeronautical charts and a number of
real-time weather data products retrieved while the device has an
Internet connection. We evaluated WingX Pro7 version 7.1.2.5 with
the Sagetech Clarity UAT receiver.

The Sagetech Clarity CLO1 UAT receiver costs $1,150 and incor-
porates a GPS receiver, 1090ES receiver, and UAT receiver. (The
CL02 model includes an AHRS module and costs $250 more.)
The Clarity unit communicates with the iPad via WiFi in ad-hoc
mode. The Clarity uses a message format very similar to the Garmin
GDL 90 Data Interface Specification. In addition to this format, it
includes messages with information about the current firmware, the
serial number, and device status.

Shttp://www.chartbundle.com/tech/gd139/



6.3.1 Receiver to App Channel Integrity

The Clarity receiver transmits all data unencrypted and unauthen-
ticated. The WingX Pro7 app checks that the IP address subnet is
correct, but performs no other device authentication. As with the
Stratus 2 and ForeFlight app, it is possible to impersonate the Clarity
device to the WingX Pro7 app and to inject packets into the channel.
We were successful in doing both.

Vulnerability. An attacker with time-of-use proximity or collo-
cated app capability can manipulate all non-EFB data.

6.3.2 App to Receiver Channel Integrity

The Clarity is unique among the three devices we examined in
that it does not receive any data from the app. A user cannot adjust
any internal settings or trigger a firmware update using the app.
Firmware updates require connecting the Clarity unit to a PC via
USB.

6.3.3 EFB Data Integrity

All app data is retrieved unencrypted over HTTP, except for
monetary transactions, which are done through the Apple App Store.
We were able to modify the aeronautical charts and other information
retrieved by the device.

Vulnerability. An attacker update man-in-the-middle capability
can modify EFB data use by the app.

6.3.4 Receiver Integrity

To update the firmware on the Clarity, the unit must be connected
to a Windows PC via USB. The firmware can then be updated using
the Sagetech Clarity Firmware Update application. The firmware
image is bundled with the application itself; updating the firmware
requires downloading a new version of the Update application. The
update itself relies on the standard USB DFU protocol. While the
DFU protocol standardized how data is transferred over USB, it does
not specify a format for the update image, treating it as a sequence
of bytes only. In the case of the Clarity, the firmware image is
not encrypted or authenticated. We were able to update the Clarity
firmware with a modified firmware image.

Moditying with device firmware requires either physical access to
the unit or the ability to modify the Update application, either on the
user’s PC or while it is being downloaded. The Firmware Update
application is downloaded from Sagetech over HTTP; HTTPS is not
supported.

Vulnerability. An attacker with brief access or update man-in-the-
middle capability can install arbitrary receiver firmware.

6.4 Malicious Firmware Attack

To demonstrate attacks on receiver integrity on the Sagetech
Clarity and the Garmin GDL 39, we developed a modified firmware
image for each. The modified firmware perturbs GPS coordinates
within 20 miles of an “attractor,” so that a pilot attempting to fly in
a straight line through the area is led to deviate toward the center.
We were able to install the malicious firmware on both the GDL 39
(via brief proximity) and the Clarity (via brief access or update
man-in-the-middle tampering).

6.5 Malicious Collocated App Attack

We also developed a malicious iOS app that carries out two
attacks. In the first attack, the malicious app impersonates Stratus
broadcasts to the ForeFlight app, causing it to display incorrect data.
In the second attack, our app downgrades the Stratus 2 firmware.
The first attacks requires the app to run in the background while the

ForeFlight app is running, while the second attack does not require
the app remain running after the downgrade.

We also developed an Android® app attacking the GDL 39. Our
app updates the GDL 39 firmware without user knowledge (see
Section 6.4). This attack requires the app to be launched when the
GDL 39 receiver is powered and paired with the Android device.

Gaining the collocated app capability necessary to carry out the
above attack can be achieved by tricking the user into installing
an app on her device. There are several ways of doing so: by
developing a new app users might be lured into trying (and, for the
first two attacks, keeping) or by cloning a popular app (e.g., Flappy
Bird) [34]. An attacker can also buy an existing app and its user
base from the app developer, and then release an update with the
attack functionality.

7. RECOMMENDATIONS

The attacks described in Section 6 can be prevented by following
well-established secure design recommendations described in prior
work on similar systems [6, 49].

7.1 Receiver to App Channel

Data sent from the receiver to the app should be signed by the
device. Device private keys should be stored in non-volatile memory
only accessible by the signed code. (Most modern SoCs provide
secure non-volatile memory storage, as well as AES hardware.)
Furthermore, each receiver should have its own private key, so that
even if a private key is extracted from one device, it cannot be used
in another.

Pairing. The receiver and app should be paired, and the app should
only accept data from the receiver to which it has been paired.
Pairing should always require explicit user interaction.

Replay protection. The data authentication scheme should also
protect against replay, for example, by using a nonce randomly
generated by the app and a message sequence number. The receiver
should also generate periodic, time-stamped heartbeat messages.
The app should ensure that the message time stamps are within the
expected period, allowing for a small amount of clock drift.” This
prevents an attacker from significantly delaying information from
the receiver.

Preventing selective denial. In Section 4.1 we pointed out the
possibility that an attacker could attempt to selectively block certain
messages. With both WiFi and Bluetooth protocol stacks, it is possi-
ble to arrange reliable, in-order message delivery to the application
layer. Therefore, an application should not silently drop messages
that fail to authenticate and should not ignore gaps in the message
sequence numbers, as this indicates adversarial message tampering,
rather than natural transmission errors.

7.2 App to Receiver Channel

Any receiver configuration changes sent by the app to the receiver
should be signed by the paired app (see Pairing above). The same
session nonce and sequence number mechanism should be used as
for the receiver to app channel. Pairing should should require user
input, for example, pressing the power button rapidly three times.

7.3 Firmware Updates

SWhile we developed the app for the Android platform, there is no
technical reason why a similar app could not be developed for iOS.
"Many tablet PCs have a built-in GPS receiver, which can eliminate
the need to compensate for clock drift.



Firmware updates should be signed by the developer. The sig-
nature should be checked by a secure bootloader. Ideally, program
flash should be large enough to hold two firmware images, so that,
should an update fail, the bootloader could load the previously work-
ing image.

It is advisable for the bootloader to be able to handle revocation
of the public developer key used to authenticate firmware images.

7.4 EFB Updates

EFB updates should be signed by the app data provider. Most
aeronautical data has a pair of “effective from ...to” dates. These
should be used to prevent an attacker from downgrading aeronautical
data. Ideally, the entire FAA to MCIS supply chain should be
secured. However, to our knowledge, the FAA does not digitally sign
the aeronautical data it provides. At the very least, the aeronautical
data provider should download the data from the FAA site using
HTTPS to prevent man-in-the-middle tampering.

7.5 Aeronautical Information Services

The security issues of today’s aeronautical information services
have been discussed in prior work (see Section 2.1). We hope that
these problems will be remedied in the future. When this happens,
MCISes should be updated to authenticate the information received
via these services.

7.6 Security-Aware Software Development

The vulnerabilities described in Section 6 resulted from a failure
to consider security threats in the design of the MCIS. We did not
look for traditional programming errors, such as buffer overflows,
because we did not need to: design flaws alone were sufficient to
successfully attack these systems. MCIS developers should also
ensure that their software development practices do not undermine
the security of their systems.

8. CONCLUSION

We motivated this work with the question: Do mobile cockpit
information systems provide the security guarantees expected of
similar avionics systems? Our examination of three of the most
popular systems showed that the answer is No. Existing systems
allowed an attacker to compromise system integrity in multiple
ways, allowing attacker-controlled information to be presented to
the pilot. To understand the potential impact of such attacks, we
explored several scenarios in which an attacker-controlled MCIS
could severely compromise flight safety.

Fortunately, the vulnerabilities we identified in existing systems
are easily fixed by adhering to existing computer security best prac-
tices. We presented a set of recommendations that eliminate existing
vulnerabilities.
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